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The total energy density on the lattice at τ = 0 is given
by

ε(τ = 0) =
2

g2a4
(Nc − Re trU!) +
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where the first term is the longitudinal magnetic energy,
with the plaquette given by U j

!
= Ux

j Uy
j+x̂ U

x†
j+ŷ U

y†
j .

The explicit lattice expression for the longitudinal elec-
tric field in the second term can be found in Refs. [42, 43].
In Fig. (1) we show the event-by-event fluctuation in
the energy per unit rapidity at time τ = 0.4 fm. The
mean was adjusted to reproduce particle multiplicities
after hydrodynamic evolution. This and all following re-
sults are for Au+Au collisions at RHIC energies (

√
s =

200AGeV) at midrapidity. The best fit is given by a neg-
ative binomial (NBD) distribution, as predicted in the
Glasma flux tube framework [44]; our result adds further
confirmation to a previous non-perturbative study [23].
The fact that the Glasma NBD distribution fits p+p
multiplicity distributions over RHIC and LHC ener-
gies [33, 34] lends confidence that our picture includes
fluctuations properly.
We now show the energy density distribution in the

transverse plane in Fig. (2). We compare to the MC-KLN
model and to an MC-Glauber model that was tuned to
reproduce experimental data [4, 11]. In the latter, for
every participant nucleon, a Gaussian distributed energy
density is added. Its parameters are the same for ev-
ery nucleon in every event, with the width chosen to be
0.4 fm to best describe anisotropic flow data. We will
also present results for a model where the same Gaus-
sians are assigned to each binary collision. The resulting
initial energy densities differ significantly. In particu-
lar, fluctuations in the present computation occur on the
length-scale Q−1

s (x⊥), leading to finer structures in the
initial energy density relative to the other models. As
noted in [35], this feature of CGC physics is missing in
the MC-KLN model.
We next determine the participant ellipticity ε2 and

triangularity ε3 of all models. Final flow of hadrons vn is
to good approximation proportional to the respective εn
[45], which makes these eccentricities a good indicator of
what to expect for vn. We define

εn =

√

〈rn cos(nφ)〉2 + 〈rn sin(nφ)〉2

〈rn〉
, (6)

where 〈·〉 is the energy density weighted average. The re-
sults from averages over ∼ 600 events for each point plot-
ted are shown in Fig. 3. The ellipticity is largest in the
MC-KLN model and smallest in the MC-Glauber model
with participant scaling of the energy density (Npart).
The result of the present calculation lies in between,
agreeing surprisingly well with the MC-Glauber model
using binary collision scaling (Nbinary). This confirms
previous results in the CYM framework using average
initial conditions [46].

FIG. 2. (Color online) Initial energy density (arbitrary units)
in the transverse plane in three different heavy-ion collision
events: from top to bottom, IP-Glasma, MC-KLN and MC-
Glauber [11] models.

The triangularities are very similar, with the MC-KLN
result being below the other models for most impact pa-
rameters. Again, the present calculation is closest to the
MC-Glauber model with binary collision scaling. There
is no parameter dependence of eccentricities and trian-
gularities in the IP-Glasma results shown in Fig. 3. It
is reassuring that both are close to those from the MC-
Glauber model because the latter is tuned to reproduce
data even though it does not have dynamical QCD fluc-
tuations.

We have checked that our results for ε2, ε3 are insensi-
tive to the choice of the lattice spacing a, despite a log-
arithmic ultraviolet divergence of the energy density at
τ = 0 [47]. They are furthermore insensitive to the choice
of g, the ratio g2µ/Qs, and the uncertainty in Bjorken x
at a given energy.
Finally, in Fig. 4 we present results for the transverse

momentum spectrum and anisotropic flow of thermal
pions after evolution using music [4, 48] with boost-
invariant initial conditions and shear viscosity to entropy
density ratio η/s = 0.08. Average maximal energy densi-
ties of all models were normalized to assure similar final
multiplicities. More pronounced hot spots lead to harder
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FIG. 3. (Color online) Average participant ellipticity (upper
panel) and triangularity (lower panel) of the initial state. This
calculation (circles), MC-KLN (squares), Glauber implemen-
tation with participant and binary collision scaling (triangles).

momentum spectra in the present calculation compared
to MC-KLN and MC-Glauber models. Differences in
v2(pT ) and v3(pT ) are as expected from the initial ec-
centricities of the different models.
As discussed at the outset, MC-KLN fails to describe

experimental v2 and v3 simultaneously [7, 28] because of
its small ratio ε3/ε2. The fluctuating IP-Glasma initial
state presented here has a larger ε3/ε2, closer to that of
the MC-Glauber model that is tuned to describe experi-
mental vn reasonably well [11].
In summary, we introduced the IP-Glasma model

of fluctuating initial conditions for heavy-ion collisions.
This model goes beyond the MC-KLN implementation
by using CYM solutions instead of k⊥-factorization and
including quantum fluctuations on the dynamically gen-
erated transverse length scale 1/Qs. Further, unlike MC-
KLN, its parameters are fixed by HERA inclusive and
diffractive e+p DIS data. At fixed impact parameter, this
model naturally produces NBD multiplicity fluctuations
that are known to describe p+ p and A+A multiplicity
distributions, and its ratio of initial triangularity to ec-
centricity is more compatible with experimental data of
harmonic flow coefficients.
Looking forward, an improved matching to the hydro-

dynamic description, starting at time τ0, can be achieved
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FIG. 4. (Color online) Thermal π+ transverse momentum
spectra (upper) and anisotropic flow coefficients v2, v3, and
v4 as functions of pT (lower) from IP-Glasma initial conditions
(solid), MC-KLN (dashed), MC-Glauber using participant
scaling (dotted) and binary collision scaling (dash-dotted).

by including classical Yang-Mills evolution of the system
up to this time. However, we do not expect a signifi-
cant modification of the presented results for ε2 and ε3
as suggested by previous work [46]. Further refinements
include treating color charge correlations encoded in the
JIMWLK hierarchy for improved rapidity and energy dis-
tributions [49, 50] and eliminating arbitrariness in choice
of thermalization time by an ab initio treatment of ther-
malization [51–54].
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The explicit lattice expression for the longitudinal elec-
tric field in the second term can be found in Refs. [42, 43].
In Fig. (1) we show the event-by-event fluctuation in
the energy per unit rapidity at time τ = 0.4 fm. The
mean was adjusted to reproduce particle multiplicities
after hydrodynamic evolution. This and all following re-
sults are for Au+Au collisions at RHIC energies (

√
s =

200AGeV) at midrapidity. The best fit is given by a neg-
ative binomial (NBD) distribution, as predicted in the
Glasma flux tube framework [44]; our result adds further
confirmation to a previous non-perturbative study [23].
The fact that the Glasma NBD distribution fits p+p
multiplicity distributions over RHIC and LHC ener-
gies [33, 34] lends confidence that our picture includes
fluctuations properly.
We now show the energy density distribution in the

transverse plane in Fig. (2). We compare to the MC-KLN
model and to an MC-Glauber model that was tuned to
reproduce experimental data [4, 11]. In the latter, for
every participant nucleon, a Gaussian distributed energy
density is added. Its parameters are the same for ev-
ery nucleon in every event, with the width chosen to be
0.4 fm to best describe anisotropic flow data. We will
also present results for a model where the same Gaus-
sians are assigned to each binary collision. The resulting
initial energy densities differ significantly. In particu-
lar, fluctuations in the present computation occur on the
length-scale Q−1

s (x⊥), leading to finer structures in the
initial energy density relative to the other models. As
noted in [35], this feature of CGC physics is missing in
the MC-KLN model.
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where 〈·〉 is the energy density weighted average. The re-
sults from averages over ∼ 600 events for each point plot-
ted are shown in Fig. 3. The ellipticity is largest in the
MC-KLN model and smallest in the MC-Glauber model
with participant scaling of the energy density (Npart).
The result of the present calculation lies in between,
agreeing surprisingly well with the MC-Glauber model
using binary collision scaling (Nbinary). This confirms
previous results in the CYM framework using average
initial conditions [46].

FIG. 2. (Color online) Initial energy density (arbitrary units)
in the transverse plane in three different heavy-ion collision
events: from top to bottom, IP-Glasma, MC-KLN and MC-
Glauber [11] models.

The triangularities are very similar, with the MC-KLN
result being below the other models for most impact pa-
rameters. Again, the present calculation is closest to the
MC-Glauber model with binary collision scaling. There
is no parameter dependence of eccentricities and trian-
gularities in the IP-Glasma results shown in Fig. 3. It
is reassuring that both are close to those from the MC-
Glauber model because the latter is tuned to reproduce
data even though it does not have dynamical QCD fluc-
tuations.

We have checked that our results for ε2, ε3 are insensi-
tive to the choice of the lattice spacing a, despite a log-
arithmic ultraviolet divergence of the energy density at
τ = 0 [47]. They are furthermore insensitive to the choice
of g, the ratio g2µ/Qs, and the uncertainty in Bjorken x
at a given energy.
Finally, in Fig. 4 we present results for the transverse

momentum spectrum and anisotropic flow of thermal
pions after evolution using music [4, 48] with boost-
invariant initial conditions and shear viscosity to entropy
density ratio η/s = 0.08. Average maximal energy densi-
ties of all models were normalized to assure similar final
multiplicities. More pronounced hot spots lead to harder
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Discussion
It’s believed that the correlation 
length of gluons in the nucleus 

should vary with Q2 and x

We should be able to pick up 
these variations

Average over 500 
configurations: plenty of hot-

spots etc.

More?
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